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Abstract. The problem of classifying images into different predefined
categories is an important high-level vision problem. In recent years,
convolutional neural networks (CNNs) have been the most popular tool
for image classification tasks. CNNs are multi-layered neural networks
that can handle complex classification tasks if trained properly. How-
ever, training a CNN requires a huge number of labeled images that are
not always available for all problem domains. A CNN pre-trained on a
different image dataset may not be effective for classification across do-
mains. In this paper, we explore the use of pre-trained CNN not as a
classification tool but as a feature extraction tool for painting classifica-
tion. We run an extensive array of experiments to identify the layers that
work best with the problems of artist and style classification, and also
discuss several novel representation and classification techniques using
these features.

Keywords: CNN, painting classification, feature extraction, image classifica-
tion, SVM, deep learning

1 Introduction

Image classification is one of the most important Computer Vision problems be-
ing addressed by researchers around the world today. Classification is the task
of labelling images with different predefined category labels. These category la-
bels may be based on some low-level features such as color, texture or shape,
but most often, they are based on more high-level features such as semantic
description, activity or artistic style. In the past few years, convolutional neural
networks (CNNs) have been popular among vision researchers for a variety of
classification tasks. The initial use of CNNs was made possible by the availabil-
ity of large labelled image datasets such as ImageNet and Places and the large
improvement in object and scene classification results obtained thereafter [7].
Later, researchers have adapted the network for different tasks by modifying the
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Fig. 1. Images retrieved using the query on the left and raw CNN features from in-
termediate layers of a pre-trained CNN. Note that the early layers results contain
similarities in low-level features such as color (red) while the latter layer results con-
tain similar subjects (person). Green borders indicate painting by the same artist as
the query and red borders indicate those by a different artist.

architecture or tweaking the network parameters [4]. Convolutional neural net-
works typically contain multiple convolution and pooling layers followed by a few
fully connected layers and a soft-max classifier. It has been demonstrated in [12]
that using the output from the last fully connected layer pre-trained CNNs [13]
with linear classifiers such as support vector machines (SVMs), yields better
classification performance. In [10], the authors use max and average pooling on
the penultimate layer before the fully connected layers for retrieval of similar
images.

Painting classification is an emerging research area in computer vision, which
is gaining increasing attention in the recent years [11]. It has many potential ap-
plications in museums, industries, painting theft investigation, forgery detection,
art education, etc. From the computer vision point of view, conventional features
cannot capture the key aspects of computational painting categorization. A com-
parative evaluation of different conventional features by [6] for artist and style
classification clearly suggests the need for more powerful visual features specific
to painting categorization tasks. This is our primary motivation in selecting this
problem for our current work.

In this paper, we propose a novel approach to using the outputs of these
intermediate layer features for classification and retrieval of paintings from the
large Painting-91 [6] dataset. This is inspired by the works of [18], [17] and [9].
Using CNNs pretrained on ImageNet [7] we consider the response maps com-
puted at several different layers before the fully connected layers and compare
their performance. We demonstrate that these features are more effective for the
retrieval task and also the artist and style classification tasks. We also provide an
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Fig. 2. The proposed image representation uses features from intermediate layers of a
pre-trained CNN. These features are used for retrieval and classification. The process
is described in detail in Section 2

in-depth visualization and discussion on the suitability and effectiveness of the
different layer features for a painting dataset. The intuition behind the proposed
approach is that in initial layers of the CNN, the encoded information is more
low-level and spatially localized, and as we move up the layers, the information
becomes more and more semantic. In the fully connected layers the information
is fully semantic and free from stylistic details or spatial fluctuations. Figure 1
shows the different nearest neighbors to a query image for features extracted
from different layers of the pre-trained CNN.

The rest of this paper is organized as follows. Section 2 describes the proposed
method of feature extraction, representation and classification in detail. Section 3
describes our experiments and discusses our results. Section 4 summarizes our
findings and lists future areas for extending this work.

2 Proposed Method

The proposed method uses a pre-trained CNN for extracting features at var-
ious stages and compares their performance for both artist classification and
style classification problems. We use several different methods for image repre-
sentation using these features and compare the classification results from three
different classifiers. These steps are discussed in detail in subsections 2.1, 2.2
and 2.3.

2.1 Feature Extraction

We use the OverFeat image features extractor [13] for feature extraction. Over-
Feat is based on a convolutional network similar to [7] trained on the 1000-
category ImageNet dataset [3]. OverFeat also includes a classifier but we do not
use this classifier as it classifies into one of the ImageNet categories. The ’fast’
network of OverFeat uses input images of size 231 x 231 and has 21 layers be-
fore the final softmax output stage divided into 8 stages. The first six of these
stages consist of convolution and pooling layers and the last two stages are fully
connected layers. OverFeat can be used to extract the output from any of these
layers and use them as features for representation. In the proposed method we
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Fig. 3. The features from the intermediate layers of the CNN are used to form a
vocabulary of visual patterns and each image is represented by a histogram of these
patterns. For comparison, the raw features from the CNN are also fed to the classifier
directly. More details are given in Section 2

extract features following each of the first six stages as well as the layers in
between the stages, and use them with our own classifiers. This is shown in
Figure 2.

It has been shown that the features from each of the intermediate layers
consist of detectors for high-level features [10] and each of these detectors gen-
erates a response map that is a low-resolution version of the image. Even simple
average or max pooling on these response maps can yield state-of-the-art re-
trieval results [10] for object and scene retrieval tasks. However, the max and
average pooling strategies remove finer details and smaller objects which may
be essential for painting classification. In this work we use these features to form
a vocabulary of visual patterns.

2.2 Quantization and Histogram Formation

The features from the various layers of the CNN are of the form n x a x a where
each a X a response map is a low resolution representation of the input image.
Each of these maps are responses from detectors of different patterns. We break
up this n X a x a feature into a X a vectors of length n by running ’skewers’
through all the response maps. This process is explained graphically in Figure 3.
After extracting these feature vectors from all training images, we use the K-
means algorithm to cluster them into a vocabulary of visual patters. Finally, we
represent each training and test image as a histogram of these visual patterns.
We experimented with several vocabularies of sizes ranging from 100 to 10, 000
and found the best vocabulary size depends CNN layer being used. The best
classification results for each layer were attained for vocabulary sizes 1000 or
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Fig. 4. Results from the style classification task. The top row shows some images mis-
classified by the raw-CNN representation, but correctly classified using the vocabulary-
based method. The middle row shows some images incorrectly classified by the
vocabulary-based method, but correctly classified using the raw-CNN representation.
At the bottom, we show images that are misclassified by both the methods to the same
class.

greater, and the performance peaked for layer 11 features and a vocabulary size
of 8000.

To better understand the characteristics of the features extracted from each
stage and to test the effectiveness of these features for the artist and style clas-
sification tasks, we also represent the raw-CNN features from each image as a
single-dimensional vector in a separate set of experiments and put these directly
to the classifier.

2.3 Classification

The K-Nearest Neighbor Classifier The simplest classifier that we use is
the K-nearest neighbor (KNN) classifier. This is an unsupervised classification
technique. All the images are ranked by their distance from the query image,
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and the closest k& matches are used to determine the class label for the query. If
k is 1, then we just assign the class of the nearest neighbor to the query image.
If k is greater than 1, then the query image is categorized by taking the majority
vote of its k nearest neighbors. For this classifier, a training step is not needed
as the neighbors are taken from a set of images whose class is known.

The EFM-KNN Classifier Principal component analysis, or PCA, which is
the optimal feature extraction method in the sense of the mean-square-error,
derives the most expressive features for signal and image representation [5].
However, they are not the optimum features for classification. Fisher’s Linear
Discriminant (FLD), a popular method in pattern recognition, first applies PCA
for dimensionality reduction and then discriminant analysis for feature extrac-
tion.

The FLD method, however, often leads to overfitting when implemented in
an inappropriate PCA space. To improve the generalization performance of the
FLD method, a proper balance between two criteria should be maintained: the
energy criterion for adequate image representation and the magnitude criterion
for eliminating the small-valued trailing eigenvalues of the within-class scatter
matrix. The Enhanced Fisher Model (EFM) improves the generalization capabil-
ity of the FLD method by decomposing the FLD procedure into a simultaneous
diagonalization of the within-class and between-class scatter matrices [8]. The
simultaneous diagonalization demonstrates that during whitening the eigenval-
ues of the within-class scatter matrix appear in the denominator. As shown by
[8], the small eigenvalues tend to encode noise, and they cause the whitening
step to fit for misleading variations, leading to poor generalization performance.
To enhance performance, the EFM method preserves a proper balance between
the need that the selected eigenvalues account for most of the spectral energy
of the raw data (for representational adequacy), and the requirement that the
eigenvalues of the within-class scatter matrix (in the reduced PCA space) are
not too small (for better generalization performance).

After dimensionality reduction and feature extraction by EFM, we use the
KNN classifier on the reduced feature vector for the final classification. The EFM
feature extraction process followed by nearest neighbor classification has been
shown to perform well with a large number of classes [2], [14].

The Linear SVM Classifier The Support Vector Machine (SVM) minimizes
the risk functional in terms of both the empirical risk and the confidence interval
[15]. SVM is very popular and has been applied extensively for pattern classifi-
cation, regression, and density estimation since it displays a good generalization
performance. We use the one-vs-all method to train an SVM for each class.
The SVM implementation used for our experiments is the one that is dis-
tributed with the VIFeat package [16]. The parameters of the support vector
machine are tuned empirically using only the training data, and the parameters
that yield the best average precision on the training data are used for classifi-
cation of the test data. We use a Hellinger kernel (Bhattacharyya’s coefficient)
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Fig. 5. The average images from the 91 artist categories of the Painting-91 dataset. It
can be seen that most of the artists have a distinct visual style, not only in terms of
technique but in terms of composition as well.

classifier for most of our experiments but instead of computing kernel values we
explicitly compute the feature map, so that the classifier remains linear in the
new feature space. This can be achieved by taking the square root of the feature
values and normalizing the resulting vector to unit Euclidean norm [1].

3 Experiments

We run two sets of experiments, one with the raw one-dimensional CNN vector
obtained from each layer, and the other with the vocabulary-based bag-of-visual
patterns histograms. We use both the representations with all three classifiers
to see their effectiveness in the painting categorization problem. Furthermore,
we apply this complete methodology to two tasks - artist classification and style
classification. The dataset used for our work is the Painting-91 dataset which is
described in the following subsection.

3.1 Dataset

We evaluate our representation and classification techniques on the challenging
Painting-91 dataset [6]. The dataset consists of paintings from 91 different artists,
containing 4266 fine art painting images. These images have been collected from
the Internet and feature an extensive artwork collection from different eras, with
13 distinct styles, namely: Abstract Expressionism, Baroque, Constructivism,
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Table 1. Comparison of Artist Classification Performance (%) between the best-
performing CNN Layers on the Painting-91 Dataset

CNN Features Used KNN|EFM-KNNSVM
Layer 9 raw 35.6 41.9| 44.3
Layer 12 raw 38.9 42.8| 45.0
Layer 16 raw 42.4 43.0f 41.0
Layer 21 raw 31.6 41.7 31.6
Layer 10 vocabulary-based| 35.1 33.7| 38.7
Layer 11 vocabulary-based| 36.0 34.4/ 39.0
Layer 14 vocabulary-based| 38.5 35.7| 38.6

Cubism, Impressionism, Neoclassical, Pop Art, Post Impressionism, Realism,
Renaissance, Romanticism, Surrealism and Symbolism. The number of images
per artist vary ranging from 31 (Frida Kahlo) to 56 (Sandro Botticelli). The
average images of the 91 artist categories are shown in Figure 5.

For the task of style classification, we use 2388 images since ambiguous images
and works of artists whose body of work spans multiple styles are not used for
this task. Since each style class contains paintings of different artists, the training
and classification is not easy. For both artist classification and style classification
tasks, we use 25 images from each class for training the classifiers, and the rest for
testing. The training and test splits are provided by [6] along with the dataset.
In retrieval tasks, all images other than the query image itself are used as the
retrieval set.

3.2 Results

The classification experiments show that the CNN features from the intermediate
layers (layers 9-17) outperform the features from both the lower and higher
layers. In particular, the highest classification accuracy that we get for the artist
classification task is 45% which is about 1% more than the highest yield from
a single visual cue reported by [6]. We get this result with the layer 12 raw
CNN features and the SVM classifier. We get comparable results with the raw
features and KNN and EFM-KNN classifiers as well. For artist classification, the
EFM-KNN classifier performs more consistently well as compared to the SVM
classifier. All these features perform better than the stage 8 (final CNN output)
layer that is obtained after the fully connected layers. These results are shown
in Table 1.

In the style classification task, the raw CNN features from layers 9-16 again
outperform the final layer features from the CNN. In particular, the highest
classification accuracy that we get here is 64.5% which is obtained with the
SVM classifier and stage 4 raw features. It should be noted that this classification
accuracy is nearly an 8% improvement over the highest classification result from a
single visual cue reported by [6] and over 2% above the combined performance of
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62.2% reported in the same work. The detailed results on this task are compiled
in Table 2. The confusion matrix for this result is shown in Figure 8.

Figure 4 shows some examples of misclassification. First we show images that
were misclassified using the raw representation but labeled correctly using the
vocabulary-based method. Next we show images that were mislabeled by the
vocabulary-based method but classified correctly using the raw CNN represen-
tation. Finally, we show some examples that were assigned the same wrong label
by both methods. The class-wise classification results obtained by using an SVM
classifier with the raw CNN and the proposed vocabulary-based representation
are compared in Figure 6. It can be seen from the figure that the raw CNN
performs better for styles like the Baroque, Neoclassical, Realism and Symbol-
ism styles where the overall subject is unambiguously evident from the painting.
The part-based representation wins in categories such as Constructivism, Cu-
bism and Surrealism where there is focus on smaller elements within the picture
for classification.

A surprising result observed from the two sets of experiments is that the
raw CNN features outperformed the vocabulary-based representation for many
of the classes. This is more evident in case of the artist classification problem
and less evident in case of the style classification task. Another observation that
goes against intuition is that in most of the KNN experiments, the performance
was best when the value of K was 1. In other words, the nearest neighbor has
the correct class label most of the time. Both of these apparent anomalies can be
explained by the fact that many paintings have duplicates or near-duplicates in
the dataset. If a query image has a duplicate in the dataset, it always turns up at

W Raw-CNN
W Vocab-based

Fig. 6. A Comparison of the class-wise classification performance between the best
raw-CNN feature and the best vocabulary-based feature. Both the features use an
SVM classifier.
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Fig. 7. Top five retrieval set comparisons between raw CNN features and vocabulary-
based representation for the same stage outputs for three sample query images. Query
(a) shows results using stage 3 features, query (b) shows results using stage 4 features
and query (c) shows results using stage 5 features. In case of queries (a) and (b), green
borders on results signify images in the same style category as the query. In case of
query (c), green borders signify paintings by the same artist as the query.

rank 1 and has the correct label in both style and artist classification problems.
Also, since the paintings by the same artist have a similar spatial composition as
seen from the average images in Figure 5, the raw CNN features perform much
better than the vocabulary-based representation in that task.

Retrieval results are shown in Figure 1 and Figure 7. In particular, Figure 1
shows the type of information encoded by different CNN layers for the same
image. Figure 7 shows three examples of retrieval using features from the stages
3, 4 and 5 of the CNN respectively. As can be seen, in all cases, the raw CNN
features retrieve images that have subjects that are semantically more close to
the subject of the query image, while the proposed vocabulary-based representa-
tion fetches images that have similar stylistic elements. In the first two samples,
the green and red borders around retrieval results indicate correct and incorrect
style class labels, respectively. In the third example, the correct and incorrect
labels refer to artist classification.
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Fig. 8. The confusion matrix for style classification using Stage 4 CNN features and
SVM classifier. The rows show the real style categories and the columns show the
assigned style categories.

4 Conclusions

We have proposed a novel vocabulary-based image representation based on fea-
tures extracted from intermediate layers of a pre-trained CNN, and combined
this representation with three different classifiers to perform two classification
tasks on a large image dataset. Our proposed representation performs better
than raw CNN features at retrieval tasks when retrieving works with similar
stylistic elements is desired.

In future, we would like to extend this work by fusing the information encoded
by the different layers, either at feature level or at decision level, to obtain better
classification and retrieval results than those obtained by single layers.

Table 2. Comparison of Style Classification Performance (%) between the best-
performing CNN Layers on the Painting-91 Dataset

CNN Features Used KNNEFM-KNNSVM
Layer 9 raw 48.2 44.9| 60.6
Layer 12 raw 53.1 42.5| 64.5
Layer 16 raw 54.3 41.9| 51.2
Layer 21 raw 48.9 38.8| 48.3
Layer 9 vocabulary-based 52.9 39.1| 56.7
Layer 11 vocabulary-based| 54.3 40.1} 60.4
Layer 14 vocabulary-based| 42.7 34.7| 59.5
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